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Abstract: Cloud computing is a new era of computer technology. Clouds have no borders and the data can be physically 
located anywhere in any data center across the network geographically distributed. Large scale distributed systems such as 
cloud computing applications are getting very general. These applications come with increasing challenges on how to transfer 
and where to store and compute data. The most current distributed file systems to deal with these challenges are the Hadoop 
file system (HDFS) and Google file system (GFS). But HDFS has some issues. The most factors are that it depends on one 
name node to handle the majority operations of every data block in the file system. As a result, it may be a bottleneck 
resource and one purpose of failure. The second potential problem with HDFS is that it depends on TCP to transfer data. 
Usually, TCP takes several rounds before it will send at the complete capability of the links in the cloud. This results in low 
link utilization and longer downloads times. In such file systems, nodes simultaneously serve computing and storage 
functions; a file is divided into a number of chunks allocated to distinct nodes so MapReduce tasks may be performed in 
parallel over the nodes. However, in a cloud computing, the crash is the commonplace, and nodes could also be upgraded, 
replaced, and added to the system. Files can even be dynamically created, deleted, and appended. This results in load 
imbalance in a distributed file system; that's, the file chunks aren't distributed as uniformly as potential among the nodes. 
Growing distributed file systems in production systems powerfully depend upon a central node for chunk reallocation. This 
confidence is clearly inadequate in a large-scale, failure-prone setting as a result of the central load balancer is put out vital 
workload that's linearly scaled with the system size therefore, it become the performance bottleneck a single purpose of 
failure. Suppose we tend to save the files in cloud information and a few third party accesses those files and adds some 
extraneous information which will damage our system. thus to boost the performance and security of cloud computing in this 
thesis we use a new approach called load balancing with round robin algorithm. 
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Introduction 
Cloud computing is a compelling technology .in cloud users can dynamically store and access their resources without 
sophisticated deployment and management of resources by means of internet. Cloud computing is emerging as a new 
paradigm of large-scale distributed computing.it has moved computing and users data away from desktop, portable devices 
into large data centers.it has the capability to utilize the power of internet and wide area network to access the resources that 
are available remotely (e.g. software, storage, data, network).cloud computing has two broad categories such as cloud and 
cloud technologies. The term “cloud” refers to a collection of infrastructure services such as software as a service, 
infrastructure as a service, and platform as a service. The term “cloud Technologies” refers to various cloud runtimes such as 
MapReduce framework [1], Hadoop Distributed File System (HDFS), Google File System (GFS), etc. 
Cloud computing involves distributed technologies to satisfy a number of users and applications by providing functionalities 
like resource sharing, software, hardware, information through internet.in order to reduce the capital and operational cost, and 
to increase the performance in terms of response time and data processing time, maintain the system stability. Day by day the 
number of users, amount of data, structure of the network is increasing rapidly so that there are lot of technical challenges 
involves in this process such as virtual machine migration, data transfer, bottleneck performance, unpredictability, server 
consolidation, fault tolerance, scalable storage, high availability and major issue is the load balancing. Dealing with these 
challenges of large scale distributed data computer and storage intensive applications such as search engines, cloud storage 
applications, and social networks require robust scalable efficient algorithms and protocols.  
The google File System (GFS) which is used by google and Hadoop Distributed File System (HDFS) is a most common 
algorithm deployed in Facebook and yahoo today. Distributed file system are key building blocks for cloud computing 
application. Based on the MapReduce framework in such file systems nodes simultaneously serve computing and storage 
functions; a file is partitioned into a number of chunks allocated to distinct nodes so that MapReduce task can be performed 



A Model to Enhance the Performance of Distributed File System for Cloud Computing   37 
 
in parallel over the nodes. And these file chunks are assigned to different cloud storage node known as chunk server.in such a 
distributed file system the load of a node is typically proportional to the number of file chunks the node possesses [4].because 
the files in a cloud computing can be haphazardly created, deleted, and appended in the file system[6], And nodes can be 
upgraded, replace and added in the file system .the file chunks cannot be distributed uniformly as possible among the 
nodes.in this case load, balance among storage nodes is a critical function in clouds. 
However, GFS and HDFS has some potential problem. The first one is HDFS depends on a single name node to manage 
almost all operations of every data block in the file system. As a result, in can be a bottleneck resource and a single point of 
failures and once it fails to perform the action it takes a long time to recover. And the second one is it totally depends on TCP 
to transfer data. Usually, TCP takes several rounds to transfer data in cloud this results in low link utilization and longer 
download time 
In this paper, we studies and address these problems with current system such as GFS and HDFS .in order to increase the 
system scalability we using a light weight end server to connect and share all requests with many name nodes. This makes a 
single name node to many name nodes. And it is stateless. If it goes down no data will be lost and we can bring it up instantly 
and another main feature of our system is that it uses an efficient load balancing algorithm to balance and split the load 
between the name node servers. Our proposed model can achieve full link utilization and also decreases download time. As a 
result, of this, there won’t be any bottleneck failure and we can achieve lower chunk transfer times 
The contribution of this paper involves:  

 We propose a vertically distributed framework that defines bindings between client system and the name node 
servers 

 We propose an approach to schedule jobs with CPU and resource requirements in shared heterogeneous cloud 
computing 

The proposed policy is demand driven and it improves overall resource utilization. The proposed scheduling policy is studied 
under various system and workload parameters 
 
Background 
 
Cloud technologies 
The cloud technologies such as MapReduce and Dryad, Google File System, Hadoop Distributed File System, Microsoft 
Dryad and CGL-MapReduce have created new trends [26]. Distributed file systems such as GFS and HDFS are used to 
access data through distributed storage system built on heterogeneous compute nodes and the Dryad and CGL-MapReduce 
used to read data from local disks 
 
Cloud computing services 
Cloud computing offers three major services such as Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and 
Software as a Service (SaaS) [8]. 
 

Fig 1: Cloud computing services 
 
IaaS provides computing resources such as storage, servers, other low-level networks, and hardware resource virtually over 
the internet based on the demand, for example, GoGrid, Amazon’s EC2 serving infrastructure to the IT industries [26] 
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PaaS provides application framework and a set of application programming interface that can be used for developing 
purposed as well as for developing applications for the cloud. The Google and Microsoft are the major companies which 
providing PaaS   
SaaS provides fully executable software delivered over the internet. Through the internet, the users can operate and make 
utilize the functionality of the product 
 
Existing Load Balancing Algorithms 
 
Equally Spread Current Execution Algorithm(ESCE) 
Here the load will be given equally to all the virtual machine connected to the data center. If any request coming from 
client/node .the load balancer scans the index table which contains information about the virtual machines as well as a 
number of jobs currently assigned to the virtual machine. If the request comes from the data center to allocate the VM [13]. It 
scans the index for least loader VM. The first identified VM is selected for handling the request from the client.After 
completing the assigned task, the load balancer will update the index table by decreasing the allocation count for identified 
VM. Here scanning process of index table again and again is a major issue 
 
Round Robin Algorithm 
This is very simple and lightweight algorithm that works on the concept of time quantum here time is divided into multiple 
slices and each node is given a particular time quantum.in this time quantum, the node has to perform all the operations 
allocated to it.in Round Robin scheduling algorithm time quantum play a very major role for scheduling the resources to the 
client. The time quantum should not be extremely smaller or extremely bigger than the RR scheduling algorithm.it is very 
light weight and simple algorithm but there is an additional load on the scheduler to decide the size of quantum 
 
Throttled Load Balancing Algorithm(TLB) 
In this algorithm, the load balancer maintains an index table same like ESC algorithm which contains a list of virtual 
machines as well as their states. The client will first pass a request to the data center to find a suitable virtual machine and 
then data center will query the load balancer for allocation of VM. The load balancer scans the index table from the top until 
finding the suitable VM and job will be allocated for that VM. If the VM is not found the load balancer will return -1 to the 
data center. After completion of the job the details will be updated in index table to free the VM and make it ready for next 
job allocation.Here also the scanning process for VM will makes lot of delays. 
 
Proposed Work 
 
Architecture 
 

 
 

Fig 2: vertically distributed framework 
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Load Balancing Algorithm 
In our proposed work we using two sharing approaches such as Time sharing and space sharing. Time sharing approach helps 
to balance the load in a number of jobs on process node servers and also helps to allocate that job to nodes can execute 
according to its time quantum which results in getting less weight time for the jobs. We use the parameter multiprogramming 
level (MPL) to control the number of tasks among which the processor is time shared at given time. Since each and every 
processors have different processing speed, the MPL [14] is determined as follows 

ܮܲܯ =
݀݁݁݌ݏ	ܷܲܥ ∗ ܮܲܯ	ܿ݅ݏܽܤ
 ݀݁݁݌ݏ	ݎ݋ݏݏ݁ܿ݋ݎ݌	ݐݏ݁ݓ݋݈ݏ

 The space sharing technique also allows splitting the job on different processing nodes if one node is not able to full the 
requirements of the job then the job will be split into the different processing nodes which make the job to be executed in less 
time. The proposed system also uses the demand driven approach it makes the system more efficient. In the demand-driven 
approach if the node is in the idle state then it will demand their parent for the jobs and if the parent does not have the job 
then it will demand the job from its parent. it will make the system wait less for the jobs. In the workload model, all tasks of 
jobs have equal service demand. Job cumulative service demand is dividing into maximum jobs and each job will have a 
demand for minimum time. This workload shows the advantage of space sharing policy. The adaptive scheduling used for 
Heterogeneous Multi-cluster System can be framed using following steps: 

I. Job selection: Job selection policy is used to select the jobs in the queue. The global scheduler consists the jobs in 
the queue. The aim of scheduling policy is to carry the job from the queue in some manner. So we use First Come 
First Serve policy. It is one of the simple policies and it has less overhead as compared to other policies.  It 
implements just one queue which holds the tasks in the order they come in. The job is served in arrival order.it is 
done by our lightweight front end server. In case if it crashed also we won’t face any data loss and it recovered 
instantly  

II. Selecting site: The Site/Cluster is selected on the basis of where can our job perfectly runs. The Most-fit policy is 
used to select the cluster. The perfect policy is used to minimize the data that is divided into fragments by choosing 
the appropriate cluster which wasteless number of processing nodes and by taking care of the other jobs in the 
queue. 

o In our scenario, we define the tree structure in which the main front end server divided into three resource 
schedulers. After this three resource schedulers it further divided into three nodes each, our system contains 
total 9 name nodes. Each node connected to 8 chunk servers. 

o All the nodes find their BPU request according to the total sum of their BPUs range. In this system, all the 
processing nodes perform the task which is divide equally to them.  

o Multiprogramming Level (MPL) of all the node is also fixed. We have formula to calculate MPL of each 
processor. MPL= (Processor speed ×Basic MPL)/ (slowest processor speed). Or we can make it fixed 
(preferred) to simplify it. We can fix it to 2 i.e. each processing nodes can do time-sharing between two 
jobs. For time-sharing we use Round Robin algorithm. 

o Round Robin algorithm is used to find the waiting time and remaining time to finish the task of all nodes to 
allocate the jobs equally to them. 

And after all scheduling and allocation of chunks the details will be stored by resource scheduler in their index table by 
means of the parameters such as BPU, starting time, ending time, node id .at each and every iterations this file table will be 
updated.  
 
Numerical Result 
Every processing node in a cluster consists of different number of BPUs (Intra cluster heterogeneity). Number of BPUs for 
each processor it is fixed to find the performance of our model. For example N33 = 1 BPU, N34 = 4 BPUs, N35 = 2 BPUs, 
N36 = 12 BPUs, N37 = 2 BPUs, N38 = 3 BPUs, N39 = 10 BPUs, N40 = 7 BPUs. In starting System will be in neutral state. 
There won’t be any jobs in intermediate layers or any other processors. Jobs travel down in hierarchy order based on the 
demand from the client systems Multiprogramming Level (MPL) of all the processor is also fixed. We have formula to 
calculate MPL of each processor. Or we can make it fixed (preferred) to simplify it. We fixed it as 2 i.e. each processing 
nodes can do time-sharing between two jobs. And we got the result as follows: 
 
 
 
 



40   Seventh International Conference on Recent Trends in Information, Telecommunication and Computing – ITC 2016 
 
 

 
 

Fig 3: performance of the system graphically 
 
Representing the values in the form of table as follows: 
 

Table 1: Comparison of waiting times between our and existing system 
 

 
 

Conclusion 
In this dissertation work, a new scalable and efficient scheduling algorithm in distributed file system is planned and then 
enforced in virtual cloud computing environment using Microsoft visual studio, in c# language. Our proposal is to balance 
the loads of nodes, to increase the processing speed in file system and also to reduce the cost as much as possible. This thesis 
presents design of a scalable and efficient distributed file system. The system uses a light weight front and back end server to 
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manage sessions and compute the storage and processing of data. This design solves the potential bottleneck scenario that the 
name node server of current systems by can be allocation the work load into further host. Our research work conjointly offers 
an adaptive and efficient resource allocation scheme which may lead to full link utilization and hence much reduced chunk 
transfer time.  By visualizing the parameters in graphs and tables we can able to simply identify that the response time and 
data centre processing time is improved yet as well as cost is reduced in comparison to the existing scheduling parameters. 
Based on the numerical results presented, our algorithm will overcome standard existing distributed file systems .our model 
can be directly implemented in current distributed file systems. 
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